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The purpose of this research was to apply the forecast model analysis initiated in seven northern states to the remaining states in the soybean objective yield program. Forecast models developed using stepwise variable selection procedures were compared to regression models with one or two fixed variables in nine southern states. Results from 1977 to 1982 showed no significant difference in the forecasted number of pods with beans per plant from either method. A Bootstrap test for all soybean objective yield states for 1982 and 1983 showed no difference in forecasts.
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Regression models with one or two fixed variables performed as well as stepwise-created forecast models in predicting final numbers of pods with beans per soybean plant. Data from 1977 to 1982 was analyzed for nine southern soybean objective yield states. Models were created using six combinations of five years of data with the sixth year used as a forecast year. Stepwise and fixed-variable models were created for each state, maturity category, and month combination. The variables in the fixed models were determined from Arkansas data, the state with the largest sample size. Results of a jackknife evaluation procedure for the fixed and stepwise models across all nine states were compared using four forecast statistics: average deviation; average absolute deviation; root mean square error (MSE); and relative efficiency. A bootstrap test on 1982 and 1983 data from all fifteen soybean objective yield states showed no difference in MSE's from stepwise or fixed models.

A trend analysis of the dependent and independent variables across all six years of data produced significant results ( $\alpha=.05$ ) in eleven percent of the models over all months and maturity categories. A significant relationship was observed between lateral branches and time.

Adopting these fixed-variable models would simplify forecast model creation procedures, provide consistent and comparable relationships across years for forecasting final numbers of pods with beans per plant; and simplify late season data collection.

We recommend adoption of the fixed-variable forecast models for the soybean objective yield program.
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INTRODUCTION

Forecast models to predict pods with beans per plant in the soybean objective yield survey are presently developed using the five most recent years of data in a stepwise variable selection procedure. Number of pods with beans per plant at maturity in the six-inch detailed count section is the dependent variable. The candidate independent variables are counts of plants, mainstem nodes, blooms, pods, lateral branches, and simple transformations of these as listed in Table 1. A unique stepwise model is created for each maturity category for each state and month. Approxirnately 110 unique models are created each year for the nine southern soybean states of Alabama, Arkansas, Georgia, Louisiana, Mississippi, Missouri (District 2), North Carolina, South Carolina, and Tennessee.

The objective of this study is to compare regression :nodels with one or two fixed variables to models developed using a stepwise variable selection procedure to forecast the final number of pods with beans per soybean plant.

Development of the same forecast models with one or two fixed variables to be applied in each maturity category within a month in all nine states would provide consistent and comparable relationships across years. The models will be less complex, and would permit field office personnel greater insight into yield forecasts. The data requirements for these models could reduce the number of late season data counts.

The analysis employed soybean objective yield data from nine southern soybean states over the six year period from 1977 to 1982. These states were grouped since determinant soybean varieties are grown in each one. Data from Arkansas, the state with the largest sample size, was used to determine the fixed-variable models to be applied in all nine states. The models were not always the same as those used in the northern state analysis.

The data for this study was collected in nine southern states from 1977 to 1982 and was used to create soybean objective yield forecast models for the operating prograin. There were 5 steps in creating the model. Stepwise models for each state were separately developed using steps 1 and 2. Fixed models were developed in step 3 and a jackknife procedure used to compare them with the stepwise models in step 4. In the final step forecasts were compared using a bootstrap test. All models in this analysis were developed using the same outlier and leverage point detection procedures as in the operating prograin.

The first of the five steps in the analysis was to use an automated procedure to identify and reinove the extrene outlier and leverage values from the raw data. Outliers are data points that significantly influence the intercept of a model while leverage points significantly influence slopes. A regression model was created which included all six independent variables. This was done for each inaturity category within state, month, and objective yield district. Two diagnostic statistics, the deleted residual and Cook's D (5), were then calculated for the raw data to identify outlier and leverage data points. Identified outliers and leverage points were removed using SAS.

The automated analysis procedure used to identify the outliers and leverage points exarnined the data four times. In each examination, regression coefficients and diagnostic statistics were calculated. On the first pass, regression statistics and diagnostics were computed for the entire data set. Outlier and leverage points were identified and excluded from further calculation. In the second pass, analysis was conducted on the remaining data. Outlier and leverage points were again identified and excluded from further calculation. During the third pass, observations which had been deleted during the first two passes were examined using a $95 \%$ confidence interval for an observable Y. Previously deleted values within this confidence interval were reinserted into the data set for final model calculation. On the fourth pass, final model parameters and diagnostics were computed. This automated procedure was used to create all the models in the analysis and is identical to the operational procedure now in use.

The second step in the analysis was to use the cleaned data from step 1 in a jackknife variable selection procedure. In the jackknife analysis procedure the six years of data were divided into six combinations of five years of data with a different year removed from each cornbination. A separate stepwise analysis was applied to each different group of five data years for each maturity category within month and state. A model specified by the stepwise selection procedure could contain up to six independent variables, many of which are highly correlated (See Appendix II). The same set of variables for a given maturity category, month, and state were rarely selected for different five year goups by the stepwise variable selection procedure.

TABLE 1 --Independent Variables Used to Forecast Final Pods $W_{i t h}$ Beans Per Plant, in the Soybean Objective Yield Program

| : | Variable | : | Description of Current Month Form B Counts |
| :---: | :---: | :---: | :---: |
| : |  | : |  |
| : | X8 | : | (Plants per $18 \mathrm{sq} . \mathrm{ft})^{2}$, counts in 42 inch row section. |
| $:$ |  | : |  |
| : | X9 | : | Mainste:n nodes per plant, 6 inch row section. if sample maturity category $=1$ to 3 . |
| : |  | : |  |
| : |  | : |  |
| : |  | : |  |
| : |  | : | OR |
| : |  | : | (Pods with developing beans per plant) ${ }^{2}, 6$ inch row section. if sample maturity category $=4$ to 10 . |
| : |  | : |  |
| : |  | : |  |
| : |  | : |  |
| : |  | : | Blooms and pods per plant, counts in 6 inch row sections. |
| : | X10 | : |  |
| : |  | : |  |
| : |  | : | Pods with developing beans per plant, counts in 6 inch row section. |
| : | X12 | : |  |
| : |  | : |  |
| : |  | : |  |
| : | X14 | : | Lateral branches with blooms or pods per plant, counts in 6 inch row sections. |
| : |  | : |  |
| : |  | : |  |
| : |  | : |  |
| : | X15 | : |  |
| : |  | : | Plants per 18 sq. ft., counts in 42 inch row section. |
| : |  | : |  |

In step three, the clean Arkansas data was used to develop one- or twovariable forecast models for comparison with the models specified by stepwise selection. A jackknife forecast procedure was used on the six five-year periods of Arkansas data to select the final models. Data was fit to each five-year group with the excluded year used for forecasting. Average deviations, average absolute deviations, and root inean square errors for the six forecast years were compared to select the best candidate models (See Table 2). An "all possible regressions" procedure applied to the Arkansas data supported the models selected. The structural stability and validity of the models was verified from an exarnination of coefficients, partial regression plots, and collinearity diagnostics. Many of these inodels were the same as those identified
for the northern states (1). When several candidate models were equivalent in terms of forecast performance, the corresponding model from the northern states analysis was selected. Finally, and "all possible regression" procedure applied to all nine states supported the selected fixed models.

Variables in most of the fixed-variable forecast models showed a logical progression starting with plants and lateral branches in September to pods with beans in November. Lateral branches with pods was a much more important variable in the southern states and the variables selected for the forecast models were inore consistent across maturity categories. Appendix I contains descriptions of all maturity categories.

Table 2 -- Final Fixed Variable Models Selected From Arkansas Data


In the fourth step the stepwise inodels from step 2 and the fixed models from step 3 were compared using a jackknife forecast procedure for all nine states. This comparison simulated forecasting as long as a significant time trend was not present in the data.

Stepwise and fixed model paraineters were calculated again using the automated diagnostic procedure for each of the six combinations of five years of data. Model forecasts were created after each fit for the single year not used to build the model. Forecast performance was evaluated, by state, on the basis of four statistics: average deviation, average absolute deviation, root mean square error, and relative efficiency. The first three statistics were produced for each of the six forecast years while the relative efficiency was calculated over the six years. The relative efficiency was defined as a ratio of the sum of squared errors (SSE) of the fixed model to those of the stepwise model. A relative efficiency less than one indicated the fixed model produced smaller forecast errors than the stepwise model. To calculate relative efficiency, the error sum of squares of both the numerator and denominator were aggregated separately and the ratio computed. To create the six-year error sum of squares for a state, each of the six yearly error sums of squares was added together. The sampling rate within all states between years was quite similar, allowing count data to be appropriate.

An aggregated relative efficiency was also computed over the nine states. A similar aggregation procedure for the error sum of squares was employed across states as was used within states. Comparing this across-state procedure to using average state acreages as weights produced little difference in the calculated values and no difference in conclusion.

The nine-state relative efficiency was used to evaluate the performance of the final fixed models versus the operational stepwise models. The model coefficients and their standard errors for the final models were exarnined for statistical differences over the six-year period. The dependent and independent variables were also examined for trend relationships. If trend is significant in many cases, the jackknife procedure is invalid.

Finally a bootstrap test was conducted using data from all fifteen soybean states. Stepwise and fixed-variable forecasts for 1982 and 1983 were based on models developed using five previous years of data, as in the operational program. The mean squared errors (MSE) of the forecasts from each method were then compared by maturity category within month within state.

Correlation coefficients of the six independent variables were reviewed prior to construction of the fixed-variable models. Appendix II lists
the correlation coefficients of highly correlated variables by month and inaturity category. It was subjectively decided to include variables in Appendix II where the absolute value of $r$ was greater than 0.7. This table also lists the correlation coefficients of the independent variables in the final fixed forecast models. The table shows that the number of hifhly correlated variables increases as the plant develops during the growing season. It is no surprise that these variables are highly correlated when the data collection definitions (Table 1) are examined. Forecast inodels developed using the current stepwise procedures tend to include those highly correlated variables. The result is inarginally higher $R^{2}$ values and a marginal increase in the variability in estimates of the inodel parameters.

TABLE 3- Aggregated Relative Efficiency (RE) of Fixed Models vs. Stepwise Models in Nine Southern States, 1977-82


1/ See Table 1 for complete description of variables.

The relative efficiencies of the forecasts fron the final fixed models, applied across all nine states, are presented in Table 3. The fixed inodels generally had sinaller inean square errors than the stepwise models. In four month and maturity category combinations, the fixed inodels were outperformed by stepwise but only one inaturity category in October had difference in RE greater than $5 \%$. The RE for all states is aggregated over the six forecast years.

A test of equality was applied to determine if differences in MSE's produced by fixed and stepwise inodels across states were statistically significant. Since objective yield forecasts are produced by inonth, the MSE's of the number of pods per plant forecasts were coinpared by month over the six-year period. A weighted average monthly MSE was created by weighting the MSE's within a month by number of observations per maturity category, summing over all nine states, and dividing by the total number of observations. These results are presented in Table 4.

Table 4 - Sign Test of Weighted Average Mean Square Errors, Across All States, by Forecast Month and Year (Fixed - Stepwise)


1/ A plus sign indicates that the MSE (stepwise) less than MSE (fixed)
2/ Less than 10 observations

A nonparametric sign test was used to deterinine if a significant difference between MSE's existed. This was necessary since the assumption of independence necessary for an $F$ test was violated. When the variables used for the fixed and stepwise models were the same, the models are not independent. The hypotheses were:

$$
\begin{array}{ll}
H_{0}: & M S E(S T E P W I S E)=M S E(\text { FIXED }), P[+]=.5 \\
H_{1}: & M S E(S T E P W I S E)<M S E(\text { FIXED }), P[+]>.5
\end{array}
$$

The data for each month in Table 5 is a binomial distribution $b(n, 0.5)$ under the null hypothesis which should be rejected for large numbers of plus signs. Power curves were constructed to find the rejection region which best controlled Type I and Type II errors. The rejection region was established at 5 or more plus signs with an alpha level of significance of 0.109 . The null hypothesis is not rejected for any month, indicating no difference between fixed or stepwise forecast MSE's. Monthly MSE's are given for the models for each of the nine states in Appendix III.

Table 5: Sign Test Results for 1982-83 Bootstrap Test


1/ A plus sign indicates that the MSE for the stepwise model was less than the MSE for the fixed model.

A similar one-tailed sign test was applied to the bootstrap results by month and year. The number of states available each month, the number of times that the MSE (stepwise) was less than the MSE (fixed), and the probability of a significant test are listed in Table 5. The stepwise models will be significantly better than fixed models for probabilities smaller than 0.1. None of the six probabilities are significant and the conclusion is that no differences exist between the fixed and stepwise modeling procedures. Monthly mean square errors for each state and year are contained in Appendix IV.

The model coefficients and their standard errors for the final fixed forecast models were next examined. The coefficients for almost all
models in all states were found to be stable in sign, similar in order of magnitude, and significantly different from zero. The Arkansas and Mississippi coefficients and standard errors appear in Appendix V.

Finally a trend analysis was completed on the six years of data for all variables by state, month, and maturity. Weak trends, $(b \neq 0, \alpha=0.05$ with $R^{2}=(0.12)$ ), for the dependent variable were found in 11 percent of the models across all months and maturity categories. This fact would weaken the use of a jackknife procedure in evaluating true forecast performances but not invalidate model comparisons. For the models where a significant time trend or an external mechanism related to time did not exist in the data, a jackknife procedure could be used to evaluate forecast performance. Twelve of 109 models were thus influenced. Weak trends for the numbers of lateral branches variable were found over almost all categories and months in which the correlation coefficient was not equal to zero with $\alpha=0.2$.

CONCLUSIONS AND RECOMMENDATIONS

The fixed models performed as well as the stepwise nodels in forecasting the number of pods per plant for the analysis period. When employing a jackknife evaluation method time trend analysis showed a weak trend in 11 percent of the inodels, which does not invalidate the model I comparison. The bootstrap test conducted in each soybean state for 1982 and 1983 showed no difference in the MSE's of forecasts from fixed or stepwise models.

Adoption of a set of fixed models for maturity categories within month, applied across all nine states would greatly simplify forecast model creation procedures and model performance evaluation. Consistent relationships between the final number of pods with beans and the independent variables could give field office personnel greater insight into objective yield forecast procedures.

We recommend adoption of the fixed-variable forecast nodels suggested in (1) and in this current paper for the operational soybean objective yield prograin.
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1/ Correlation coefficients were computed across all seven states by month and inaturity category. PLANT FORECASTS FROM FIXED (F) VERSUS STEPWISE (S) MODELS-

Alabama (1)


Arkansas (5)


Georgia (13)


Louisiana (22)


Mississippi (28)


Missouri (29) Dist. II


## North Carolina (37)



South Carolina (45)


Tennessee (47)


1/ The monthly MSE was calculated by weighting the MSE of each maturity category within the month using the number of observations per maturity category as weights.

2/ Less than 10 observations

## APPENDIX IV <br> Weighted Average Mean Square Error Bootstrap Results for Fixed (F)

 and Stepwise (S) Models by State and Month for 1992 and 1983.1982

| : Month | : | Model | : | III. | : | Ind. | : | lowa | : | Minn | : | Mo(1) | : | :lo(2) | : | Neb. | : | Ohio |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| : | : |  | : |  | : |  | : |  | : |  | : |  | : |  | : |  |  |  |
| : | : | F | : | 86 | : | 145 | : | 110 | : | 49 | : | 292 | : | 59 | : | - |  | 51 |
| : Aug. | : | 5 | : | 81 | : | 148 | : | 118 | : | 27 | : | 290 | : | 48 | : | - |  | 59 |
| : | : | Sign $1 /$ |  | + | : | - | : | - | : | + | : | + | : | + | : |  |  | - |
| : | : |  | : |  | : |  | : |  | : |  | : |  | : |  | : |  | : |  |
| : | : |  | : |  | : |  | : |  | : |  | : |  | : |  | : |  |  |  |
| : | : | $F$ | : | 17.9 | : | 27.5 | : | 27.7 | : | 18.7 | : | 35.0 | : | 12.2 | : | - |  | 14.9 |
| : Sept. | : | $S$ | : | 17.7 | : | 27.9 | : | 25.0 | : | 17.3 | : | 30.7 | : | 10.2 | : |  |  | 14.1 |
| : | : | Sign | : | + | : | - | : | + | : | + | : | + | : | + | : |  |  | + |
| : | : |  | : |  | : |  | : |  | : |  | : |  | : |  | : |  | : |  |
| : | : |  | : |  | : |  |  |  | : |  | : |  | : |  | : |  |  |  |
| : | : | $F$ | : | 3.67 | : | 6.40 | : | 5.32 | : | 3.84 | : | 5.33 | : | - | : | 3.86 |  | 1.93 |
| : Oct. | : | S | : | 3.73 | : | 2.22 | : | 5.33 | : | 3.49 | : | 9.09 | : | - | : | 9.25 |  | 1.91 |
| : | - | Sign | : | - | : | + | : | - | , | + | - | - | : |  | : | - | : | + |
| : | : |  | : |  | : |  | : |  | . |  | : |  | : |  | : |  |  |  |


$\underline{1 / 2} \quad+=\operatorname{MSE}[$ Stepwise (S)] $<$ MSE [Fixed (F)]

Weighted Average Mean Square Error Bootstrap Results for Fixed (F) and Stepwise (S) Models by State and Month for 1982 and 1983

1983



FIXED MODEL COEFFICIENTS AND STANDARD ERRORS FOR THE SIX JACKKNIFE ANALYSES IN ARKANSAS AND MISSISSIPPI

Model coefficients and standard errors of fixed variable forecast models, for Arkansas and Mississippi, are listed in the following tables by maturity category within month. There are six sets of coefficients for each model which correspond to the six forecast years starting with 1977 and ending with 1982.

ST $=5$ Arkansas
ST = 28 Mississippi





